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Abstract—Adversarial machine learning (AML) studies how
to fool a machine learning (ML) model with malicious inputs
degrade the ML method’s performance. Within AML, evasion
attacks are an attack category that involves manipulation of
input data during the testing phase to induce a misclassification
of the data input by the ML model. Such manipulated data
inputs that are called, adversarial examples. In this paper, we
propose a generative approach for crafting evasion attacks against
three ML learning based security classifiers. The proof of concept
application for the ML based security classifier is the classification
of compromised smart meters launching false data injection.
Our proposed solution is validated with a real smart metering
dataset. We found degradation in compromised meter detection
performance under our proposed generative evasion attack.

Index Terms—Adversarial Machine Learning, Smart Grid, AMI

I. INTRODUCTION

An Advanced Metering Infrastructure (AMI) is a sub layer
of the smart electrical grid composed of smart meters of
customers, electric utility’s data management systems and
communications networks that connect the two. The AMI
allows utilities to collect situational data on loads and power
consumption from smart meters installed on the customer
site. (see Fig.1). Such data play an important role in tasks
such as automated billing, demand response, load forecast and
management [2] highlighting the importance of smart meter
data integrity.

The possibility for falsification of smart meter data is greatly
increased due to the physical and cyber accessibility of smart
meters to the end users and malicious actors. Commonly
reported data falsification via physical exploits include trans-
duction attacks [5] that report lower than actual usage for lesser
bills (such an attack is a Deductive data falsification type).
Because of the cyber and interconnected nature of AMI, it is
possible for organized adversaries like cyber criminals, utility
insiders or business competitors [6] to compromise multiple
smart meters’ or capture their data and report false readings
[4] via a cyber intrusion. An elaborate threat model laying out
various data falsification attack types had been laid out in an
earlier work [7], which are elaborated later in the threat model.

There exists various machine learning inspired solutions
like [3], [7]–[9] to detect organized data falsification attacks
from smart meters. The usage patterns can be studied and mod-
eled into an anomaly detection at the device level. However,
machine learning methods themselves have been shown to have
several algorithmic vulnerabilities [11]. The field of Adversarial
Machine Learning (AML) deals with the study of fooling
machine learning models through malicious inputs, commonly

Fig. 1. An Architecture of Advanced Metering Infrastructure (AMI) [10]

known as ”Adversarial Examples”. The term ‘fooling’ refers to
induce machine learning models to take an undesirable or un-
intended outcome, when specially crafted adversarial examples
are fed as inputs. For instance, by introducing specially crafted
words at strategic places, adversaries can make the spam emails
bypass a trained spam filter. Here the specially crafted spam
email is called the adversarial example and the strategy used
to evade the spam filter is the evasion strategy that exploits
weaknesses in the classification model for spam filters.

Depending on the degree of knowledge an adversary pos-
sesses about the problem domain and the ML method, adver-
sarial attacks can be classified as black-box and white-box. In
black-box approach, the adversary has no knowledge about the
training data and the machine learning model but has access
to the output of the machine learning model for every input
given, which are used to design attack strategies. In contrast,
in the white-box approach, the adversary has access to the
training data and ML model, whose knowledge is used to craft
adversarial examples.

While there are various categories of adversarial examples in
AML, they can be broadly classified into Evasion attacks and
Poisoning attacks. Poisoning attacks occur during the training
phase whereas Evasion attacks happen during the testing phase.
Our focus of this paper is limited to the study of evasion attacks,
where the objective of an adversary is typically to avoid the
identification of the true class to which an input belongs. This
renders the learning method useless by compelling it to perform
randomly with inaccurate results. As an example, if the goal



of a ML method is to detect an attack, and an adversarial
example for evasion would be crafting an attack strategy, such
that when the ML model confronts this example, the attack
input is inferred as benign with a high probability. Fig. 2,
depicts a schematic of a the machine learning model with good
performance but result in undesired outcomes when the test data
is intelligently modified using adversarial examples.

The usage of adversarial examples have been shown widely
against deep learning models, support vector machine (SVM)
and linear regression in the context of image processing and
recognition [11]. For example these techniques were shown to
successfully alter image recognition to result in a completely
different classification output by just modifying few pixel’s
intensities that is imperceptible to the human eye. However,
research on adversarial examples in the context of other ML
models in the context of smart grid is still in its nascent stages.
The works in [14] employ AML for smart grid in the context
of a modbus injection in energy trading. To the best of our
knowledge, there exists no work to handle evasion attacks
against attack detectors in AMI, which motivates our work.

Fig. 2. Evasion attack on machine learning model

Contributions of this work: In this paper, we propose a
generative approach for crafting an evasion attack strategy
that bypasses compromised smart meter detection classifiers in
smart metering, which involve binning the data distribution in
discrete partitions or bins. Specifically, using the knowledge of
training data and design model, we formulate an optimization
problem that aims to find out how to control the falsified data’s
membership across different discrete bins without sacrificing
the adversary’s intended operational impact that depends on the
targeted margin of false data. The evasion strategy is executed
in such a manner that the data membership of the perturbed data
samples belong to those bins that are more frequently observed
in the benign training instance while preserving the constraint
on attack type and data falsification margin (both of which
are essential for creating an operational impact on AMI while
bypassing the learning method).

The evasion strategy can be applied regardless of target attack
type and the target margin of false data. Furthermore, it is
experimentally shown that the evasion strategy has transfer-
ability property. To prove the transfer-ability of our adversarial
example, which is coveted property of adversarial evasion, we
also proved that our method of adversarial example, not only
degrades performance of the folded Gaussian classifier but also
other known clustering and classification methods such as KL

distance based Trust [8] and DBSCAN [1]. All of the above
are clustering based classification approaches.

The remainder of the paper is organized as follows. Sec-
tion II describes the background and preliminaries. Section
III presents a generative approach to generation of adversarial
evasion attack. Section IV shows the effectiveness of the
proposed attack strategy compared to existing attacks.

II. BACKGROUND AND PRELIMINARIES
This section discusses the AMI system architecture, data

falsification threat model, main ML based security model [7]
for which the adversarial examples are being generated.

A. System Model
Consider a set of N smart meters reporting power consump-

tion data to a utility periodically. The P it represents the reading
of i-th smart meter at the end of time slot t (hourly in our data
set). A Neighborhood Area Network (NAN) which is formed by
a collection of houses is governed by a NAN gateway, that acts
as a data concentrator to collect data from multiple smart meters
in an area. Set of NAN gateways are connected to form a Field
Area Network (FAN), governed by a FAN gateway, which in
turn connects to the Utility Wide Area Network (WAN) where
the data is stored for analysis and decision making.

Description of Datasets: We have used real AMI dataset to
validate the proposed solution. The dataset is Pecan Street
Project [15] containing hourly power consumption data from
220 houses from a Solar village in Texas, USA, collected
between 2014-2016. The Texas dataset exhibits much more
randomness and shifting trends in power consumption due to
more penetration of renewable energy sources.

B. Threat Model
Due to the presence of NaN gateways, an attacker can

intrude these devices to intercept data from a subset of smart
meters and intelligently craft adversarial examples (or intercept
using a botnet and doing a man-in-the-middle attack). This is
realistic because there is time delay between the generation of
data and its actual usage. Effectively, [9], has elaborated that
data falsification threat model that can be abstracted into four
aspects; attack type, strength, scale, and strategies.

Attack scale quantifies the certain fraction M
N = ρmal ∈

[0, 1) of the N smart meters compromised by an organized
adversary where M is the no. of compromised meters based
on their attack budget. For example, ρmal = 0.50, means 50%
of the total number of meters are compromised. If N is small,
the ρmal may be high even with a small attack budget.

The attack type dictates the way data falsification is done
and depends on the operational impact intent of the data
falsification. The [7], [9] shows additive, deductive, alternating
switching as the possible attack types from a single meter’s
perspective and also give motivations behind each attack type.
In this paper, we show evasion using only additive and de-
ductive attack types. For example, for deductive attack, the
actual power consumption data P it from the i-th compromised
meter at time t is modified as P it − δt. For additive, it would
be P it + δt. Falsification of data is achieved by changing the
actual power consumption value P it by some amount δt (which
is strategic value determined by attack strength). We denote



δavg as the average margin of false data for each compromised
meter which is the attack strength. The mean of all δt values
for a compromised smart meter equals δavg , and δavg can
vary according to the stealth level and intended impact of an
adversary and hence it is kept as a variable.

Evasion attacks may be targeted or untargeted based on the
goal of the adversary. Targeted attacks can result in classifi-
cation of data from one class to another specific class, while
non-targeted attacks’ objective is to mis-classify to any class
other than the correct one. In white-box approach, the adversary
will have complete knowledge of the weights and all data on
which the machine learning was trained, which allow targeted
attacks to be launched. In black-box and gray-box attacks, the
knowledge will be close to none and partial, respectively and
hence they often lead untargeted attacks. Our work in this study
is focused on the targeted white-box attacks with reasonable
realistic restrictions of what the adversary may not know.

C. Target ML based Security Model
The main security model being evaded is the folded Gaussian

trust scoring model proposed in [7]. Later we show that the
same adversarial example crafted keeping the [7] as a reference
also works against DB-SCAN and KL distance trust.

The Folded Gaussian Model has two modules: First module,
is an anomaly based attack detection technique that detects the
presence and the attack type and then performs a mean and
standard deviation correction according to the attack, at the
micro-grid level. The second module is a folded gaussian based
trust scoring classifier, at the device level that calculates the
trust of every smart meter by comparing the densities of smart
meter readings relative the corrected mean and the standard
deviation and the attack status indicated by the first module.

The trust scores are calculated over a time period T which we
call a frame. The smart meters usually measure a reading every
hour. Therefore, number of timeslots in a day is 24. Thus, T is
24 times the number of days in a frame. We taken a 30 days in
our study therefore, T = 24×30 in our paper. The trust scoring
model assigns a numeric label to each reading pit, based on its
proximity to the instantaneous corrected mean µMR measure
compared to the sample σMR (the corrected standard deviation
of all pit from the calculated µMR in the time slot t). The
absolute difference between the pit for any meter i and the
µMR is denoted by θidiff = |pit − µMR|. Given this, each
pit is assigned a rating denoted by l according to rule given
by Table I, that uses the (68%–95%–99.7%) rule for Gaussian
distributions to assign pit as belonging to one of the 4 possible
bins. The maximum rating 4 is the one belongs to readings
within the first standard deviation σMR = ∆abs from the µMR.
Similarly, ratings 3,2,1 are obtained if the meter’s data falls
within the 2nd, 3rd standard deviations and beyond. Over a
time frame T , the rating labels recorded on each time slot t
for meter i is accumulated and sorted to form a rating vector
risort = r0 ≤ r1 ≤ ... ≤ rT−1

First, a weight parameter xt between 1 to 4 is calculated
via Eqn. 1 where K = 4 is the total number of discrete rating
levels, where the number of readings in the selected time frame
totals to T . The final weights are achieved through Eqn. 2
where µBR = 4 is the best or highest possible rating level and

TABLE I
DISCRETE RATING LEVELS

Scenario of θidiff Rating (rit) No. of Readings
θidiff ≤ ∆abs 4 X =

∑
I(4, t)

∆abs < θidiff ≤ 2∆abs 3 Y =
∑
I(3, t)

2∆abs < θidiff ≤ 3∆abs 2 Z =
∑
I(2, t)

otherwise 1 A =
∑
I(1, t)

σidr denotes the standard deviation of discrete ratings of each
meter in the time frame T . The σidr for each meter will be
different based on different observations compared to common
mixture data, which captures individual differences in behavior.
Therefore, the corresponding raw weight cwt of the rating at
time index t yielded from Eq. (2) are normalized as in Eq. (3).

xt = 1 +
(K − 1)t

T − 1
∀ t = 0, 1, ..T − 1 (1)

cwi
t =

1

σi
dr

√
2π
e
− (xt−µBR)2

2(σi
dr

)2 (2)

wi
t =

cwi
t∑T−1

t=0 cwi
t

(3)

Let I(l, t) be an indicator function which indicates whether
a particular rating level l occurs in that time slot. All weights
corresponding to each unique rating level l, such l = 1, 2, 3, 4
within T is added up, such that

I(l, t) =

{
1, If l occurs in timeslot t
0, Otherwise

(4)

WD(l) =

T∑
t=1

wtI(l, t) (5)

Ri =

K∑
l=1

l ×WD(l), Riε[1, 4] (6)

The aggregate weight (Ri), when interpreted as a trust score
follows a folded Gaussian shape, which means Ri = 4 implies
higher trustworthiness followed by a exponential ‘discounting’
of trust, as Ri decreases. The inverse power law inspired kernel
trick is used to convert the scale of Ri between 1 and 4, into
a final trust value, TRi between 0 and 1, as shown below.

TRi =
1

(K)η
(Ri)η (7)

The smart meters with trust score higher than the threshold
will be classified as honest. The separation between the honest
and malicious is done via a classification threshold that was
learnt using k-means.

D. Assumptions of Threat Model
We consider a white-box adversary model, characteristic of

rival nation state actors, insider threats, or advanced persistent
threats. We assume that the adversary has access to the training
dataset and the folded gaussian model. This is not unreasonable
since the dataset is an open public dataset from a real AMI
deployment and the papers for ML security model are public.
In any case, a database hack can give access to training data.

For evasion attacks, during test time, the adversary only
knows the data from those meters that he has compromised
and have control over and does not have knowledge of data
generated by other meters that it did not compromise. This
is reasonable assumption since the data generated just now is
beyond anyone’s control and intrusion into a set of smart meters
cannot give any idea about the exact data that will be generated
by a distributed set of smart meters in real time during testing.



III. GENERATIVE EVASION STRATEGY

This section proposes the generative strategy for creating
adversarial examples. Generative models concern with how
data is generated given a classification model that produces
a certain output. We observed that [7] uses a discriminative
approach for classification. Therefore, our effort is to generate
the evasion data distributions using the generative approach that
tries to escape the discriminative classifier without sacrificing
the operational impact of the original attack.

Overview of Solution: From the folded Gaussian classifier,
we know the score of a smart meter device will be higher if
more and more smart meter readings are closer to the pop-
ulation mean of power consumption. With this knowledge an
adversary’s strategy would be to generate an attack strategy that
keeps the changed readings closer to the temporal population
mean while still changing the actual data. Such proximity of
perturbed data towards the population mean would boost the
trust score and potentially increase classification error while
preserving the required δavg constraint for operational impact.

Interestingly, there is a underlying design similarity of this
approach with DBSCAN and KL distance trust, although the
actual mathematics of each approach is different. The similarity
is in the discretization of the data into discrete levels and then
using the probability density of each level for estimation of
scores that combine it into a clustering approach. This is what
our adversarial method seeks to harness and gives the power of
transferability to DBSCAN and KL distance based trust classi-
fier. While it may not completely evade the classifier, increase
in the trust score will degrade the classification accuracy of the
folded gaussian method which will have significant effect on
large scale smart living IoT systems like AMI.

Problem Set Up: This step shows the evasion data gener-
ation from true data samples. The following applies to every
compromised smart meter individually and hence we drop the
notation i from discussions. The input P is the true electricity
readings of a smart meter over T time slots in a frame. The
output of generator Q will be the evasion sample of the same
size which the adversary needs to generate to escape detection.

P =
[
P1, ..Pt, ..., PT

]
1×T Q =

[
P
′

1, ..P
′

t , ..., P
′

T

]
1×T (8)

The generative model’s design depends on the architecture
of the defense model. A close look into the folded Gaussian
trust model reveals that the smart meter is classified as honest,
when it has higher trust score. So, the generative model needs
to create falsified data per smart meter Q such that it results
in a higher trust score even in the presence of an attack of a
certain type and without reducing the strength.

To accomplish the above, the generator has to find appropri-
ate instantaneous δt (eqn.9) perturbations over a time frame that
results in the highest trust score possible, while still preserving
the strategic target δavg of the adversary.

F =
[
δ1, δ2, ..., δt, ..., δT

]
1×T

(9)

P
′
t = Pt ± δt δavg =

∑T
t=1 δt

T
(10)

The working logic of the scoring model indicates that when
a data point is within first standard deviation (rating level 4),

it contributes to a higher trust. This is because the weight of
such observation is proportional to the probability density of
observing level 4, the highest in the benign dataset. The rating
levels 3,2,1 indicate increasing distance of the data points from
the instantaneous sample mean and contribute less to the trust
score due to the same density proportionality feature. Therefore,
the probability densities in the benign dataset for levels 3,2,1
are exponentially lower, and more number of readings get a
lower score in the case of a simple random attack strategy.

This gives an intuition that, if the perturbed data points
stay closer to the mean even after false data injection with
certain type and the δavg , it should lead to a higher trust
score. To do this, the adversary needs to find the best values
for X,Y, Z and A from Table I which will be the number
of readings in each discrete rating level in the targeted time
frame. The discrete rating levels depend on the sample mean
and standard deviation. Ideally, this requires the adversary
to estimate or know the values of mean, standard deviation
after the attack. Additionally, the threshold for classification
that classifies malicious from the honest ones need to be
known. Therefore, in the next steps we introduce strategies
that an adversary could employ to estimate the mean, standard
deviation after a potential attack of a certain strength, and the
classification threshold.

Estimating a Safe Threshold (TH): In the [7], the threshold
was generated via k-means. The threshold depends on the final
distribution of the trust scores and attack incidence flag gener-
ated by the anomaly detector. If the attack presence is inferred,
the second module knows to perform a k-means classification
with k = 2 over the resultant trust scores. The meters with
scores below the threshold are classified as malicious. To evade,
adversary needs to ensure that trust scores after data falsification
is just above this classification threshold. Since, the adversary
does not know the threshold, the threshold needs to be estimated
by the adversary to escape the detection.
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Fig. 3. (a) Safe Threshold (TH) (b) Difference in mean

The adversary can use the training data and the model
knowledge to find the trust scores of the set of smart meters
based on their readings. Then the adversary will simulate
attacks from a set of smart meters of cardinality Mevade and
calculate the resulting trust scores. Given that the anomaly
detection model [3], [7], [9], will detect presence of attacks,
a k-means on all the resultant trust scores will result in an
estimated classification threshold TH . This gives the adversary
a baseline idea that the minimum resulting trust scores after the
evasion attacks need to be greater than TH to escape detection.

We used a low value of Mevade = 5 as shown in Fig. 3(a),
since we expect the adversary to be economic in its budget.
The threshold with a low Mevade will be highest, due to less



number of malicious meters. Therefore, it gives a pessimistic
case estimate of the threshold, above which the scores after
actual falsification needs to be kept. As Mevade = 5 increases,
it creates more lower trust scores in the final input to the k-
means classifier, and therefore the learnt threshold starts to
decrease.

Estimating Mean: The exact trust score for Gaussian trust
model needs the knowledge of the mean of current data. This
is unknown to the adversary as the mean value is based on
current time slot and over all smart meters. Let µt denote the
arithmetic mean at time t after attack. Since µt is unknown
to the adversary, it needs to be estimated using the knowledge
of the data before the attack. The difference in mean over two
consecutive time frames is very low and can be seen in boxcox
scale from Fig. 3(b). The mean is piecewise stationary although
the time series over a longer time horizon changes rapidly. The
adversary uses this observation. The value of mean from the
previous time frame before the attack at time slot t will be
µt−T . Given ρmal = M/N the fraction of compromised meters
and δavg is the targeted margin of false data, the estimated
arithmetic mean for an additive attack is given by:

µt = µt−T +
(
ρmal ∗ δavg

)
(11)

Estimating Standard Deviation: Estimation of the exact
standard deviation after attack at run time is impossible for
the adversary to know. This is because the adversary has only
a knowledge of δavg and a subset ρmal of meters it controls, but
not exact data in other non-compromised meters at that instant.
However, analyzing the dataset we observed that the standard
deviation is piecewise stationary. Hence, we can claim that the
σt is a coarse approximation of the standard deviation from the
previous time frame σt−T .

Estimating δavg per Each Discrete Level: Once we esti-
mate the mean and standard deviation given the δavg , we
have to estimate the average possible margin of false data
for each discrete level. This calculation gives the estimation
of maximum false data that can be induced in each discrete
level with minimum drop in the trust score. As the current true
reading is unknown, we use Pt−T , the smart meter reading
at time slot t from the previous time frame before the attack.
The maximum margin of false data for Pt−T in each discrete
level for an additive attack is shown in Eq. (12). This will be
calculated for all T readings in the time frame.

δXh = µt−T + σt−T − Pt−T δYh = µt−T + 2σt−T − Pt−T
δZh = µt−T + 3σt−T − Pt−T δAh > µt−T + 3σt−T − Pt−T

(12)
Eq. (12) gives the maximum margin for individual read-

ings. For the average value, we need the number of read-
ings in each discrete level. Considering the number of read-
ings in each discrete level over the previous time frame as
Xhist, Yhist, Zhist, Ahist, we can calculate the average margin
of false data in each discrete rating level using Eq. (13).

δXavg =

∑Xhist
h=1 δXh
Xhist

δYavg =

∑Yhist
h=1 δYh
Yhist

δZavg =

∑Zhist
h=1 δZh
Zhist

δAavg =

∑Ahist
h=1 δAh
Ahist

(13)

Optimal Parameters for Evasion: The trust score can be re-
formulated as Eqn. 14 by combining the Eqs. (5), (6), and (7),
where W (l) = w × l. The value of w for each discrete level
is extracted using historical data. To create an optimal evasion
attack, the trust score (TR) should be just above the threshold
(TH) separating the honest and malicious smart meters. At the
same time, the readings should meet the targeted margin of
false data. To generate the evasion data, we have to estimate the
number of values in each discrete rating level that can guarantee
evasion and δavg . For this, we have to solve the optimization
problem in eqn. 15 to find the best values for X,Y, Z and A.

TR =
1

(K)η
(X W (4)+Y W (3)+Z W (2)+A W (1))η (14)

min (TR− TH)

s.t.
XδXavg + Y δYavg + ZδZavg +AδAavg

T
= δavg

TR ≥ TH
X + Y + Z +A = T

X, Y, Z,A > 0

(15)

The second constraint is that best possible value for the trust
score is just equal to or above the threshold. The third constraint
allows to reduce the problem from 4 unknown variables to three
unknown variables by replacing A with T −X − Y − Z.

The optimization problem has 3 unknown variables and can
be solved using linear programming as all the constraints are
linear. We used the simplex method to solve the formulated
optimization. Upon solving the optimization problem defined
above, we get the values of X,Y,Z and A. Now in this step we
will generate the evasion data Q. Using the estimated values µt,
σt and known true reading Pt, the δt values will be calculated
similar to Eqn. 12 over time frame T . Then, we finally create
the evasion data using eqn. 10 from the δt values.

Note that the above process is shown considering an additive
attack. For deductive attacks, the only difference is in the
estimation of the mean and Eq.(12), and the rest is the same.

IV. EXPERIMENTAL RESULTS

We used three years (2014-16) of Texas dataset. Data from
2016 is used as testing set. The performance of the generative
model is shown in terms of missed detection and false alarm
degradation under data falsification attacks, with and without
the involvement of generative adversarial example.
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Fig. 4. Additive δavg = 500 (a) no evasion (b) with evasion strategy

Evasion versus No Evasion: Fig. 4(a) shows an illustration
snapshot of the folded gaussian scoring model without our
generative evasion strategy, where we can observe a clear
separation between malicious and honest meters. The detection



rate (True Positive) is 0.85 and False positive rate is 0.05. In
contrast, Fig. 4(b) shows the classification performance of the
same folded Gaussian model under our generative adversarial
example, keeping all other attack parameters same for fair
comparison. We found that the detection rate degraded to 0.55
and False positive rate increased by 0.25. This is indicative that
our generative evasion strategy is degrading performance.

Generalizabilty over Different Attack Parameters: Now
we investigate whether the success observed in Fig. 4(b)
generalizes across any arbitrary margin of false data (δavg) and
attack type. To assess this, we invoke our generative evasion
strategy with different target values of δavg , and generate
correspond evasion performance. We repeat this for each attack
type: additive and deductive.

Figs. 5(a) and 5(a) respectively show missed detection rates
for additive and deductive attacks across various δavg with
ρmal = 0.3. The red line (evasion strategy) is higher than the
blue line (no evasion strategy) regardless of δavg . This proves
a drop in performance is due to the crafted evasion strategy.

Fig. 6(a), proves that the success of evasion attack does not
get impacted by the number of compromised meters. Evidence
of this can be seen from the consistency of the missed detection
performance rate across different values of ρmal in Fig. 6(a)
where the δavg = 500.
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Fig. 5. Evasion Performance vs δavg (a) Additive attack (b) Deductive attack
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Fig. 6. Cost of Evasion: (a) Performance across ρmal (b) Run times

Transferability of our Adversarial Example: To assess
the feasibility, we find out the run time complexity to find
values of X,Y, Z,A. It is shown to be polynomial time under
most circumstances. Fig. 6(b) shows the run time required for
calculating optimal results for various margins of false data.
We observe that the run time scales well across δavg values.

Let us show how our generative model can be transferable to
other ML based security approaches and how it degrades the
corresponding performance. We choose two anomaly scoring
approaches: Kullback-Leibler (KL) Distance based Scoring [8]
and a generic clustering technique, DBSCAN. The resulting
performance are shown in Fig. 7 for additive attack.
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Fig. 7. Transferability of Evasion: (a) KL Distance Trust (b) DBSCAN

V. CONCLUSION

In this work, we have presented the impacts of evasion
attacks in smart grid. We used Generative model to create
the optimal evasion samples. Finally, we demonstrated the
performance of the proposed solution using real smart metering
data from Texas. The results shows that the evasion strategy
for falsified data created using our generator using knowledge
of the Folded Gaussian Trust classifier negatively impacts
the classification accuracy of compromised meter detection.
Additionally, we found that our evasion strategy proved to
be transferable against other approaches such as DB-SCAN
and KL Distance classifer for compromised meter detection. In
future, we will extend this work to handle other types of AML
techniques like poisoning attacks in smart grid.
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