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ABSTRACT
Artificial intelligence (AI) is increasingly applied to IT systems.
However, AI can be manipulated to perform undesirably, exhibit
biases or abusive behaviors. When AI algorithms are parallelized
on high-performance computing-based cyberinfrastructure (CI),
such misbehaviors and uncertainty can multiply to obscure the
root causes. Secure, safe, and reliable computing techniques can
mitigate these problems. The project described in this paper aims
to inform curriculum and develop materials to educate students
who use AI from the outset, so that they will first become aware of
the issues and secondly practical considerations will be integrated
with theory in classes. Intensive, multi-faceted, modular, experi-
ential learning units are designed to rapidly upgrade the skills of
current and future CI users, so they can apply new skills to their
tasks. The loosely coupled modules can be taken as standalone
self-directed units or integrated into existing classes, starting with
CS 1 and CS 2, which are taken by many non-CS STEM students. In
a sandpit environment, learners take measured risks when guided
on a journey of discovery. The primary purpose of this paper is
to present key findings of the research following a 2-year pilot.
A secondary purpose of the paper is to disseminate this exciting
endeavor broadly, so that likeminded educators and researchers
can consider participating in the project.
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1 INTRODUCTION
Members of the Transformative Interdisciplinary Human+AI Re-
search Group [1] at Western Michigan University (WMU), together
with public and private partners at various US locations and be-
yond, aim to address a critical shortage in STEM IT workforce
that understands the anticipated immense technical and societal
changes brought about by artificial intelligence (AI). The need for
a strong AI-informed workforce is exemplified by the American AI
Initiative [2]. Taking a convergent approach, the project described
in this paper primarily aims to integrate core literacy and advanced
skills at the intersection of Secure, Safe, Reliable (SSR) Computing,
High Performance Computing (HPC), and AI into the educational
curriculum across STEM disciplines. This will prepare faculty, un-
dergraduate, and graduate students for large-scale data handling
and analytics. Our work focuses on institutions that have compara-
tively lower levels of advanced cyberinfrastructure (CI) adoption,
such as second-tiered institutions (Carnegie Classification R2), his-
torically black colleges and universities (HBCU), and community
colleges.

The project’s secondary aim is to lay the groundwork for future
broadening adoption of advanced CI training resources to influence
wide segments of CI communities. The course is advanced with out-
reach activities to establish and maintain a pipeline of talents from
pre-college to 2-year and 4-year colleges, and graduate programs.
Key project artifacts include:

1. Critical segments of the relevant computer science (CS) and
IT curricula will be updated to integrate SSR thinking and
practices with AI software running on advanced HPC CI.

2. A series of reproducible, customizable, modular, experiential
educational units that can be integrated within existing CS
courses and/or taken as standalone self-directed learning
activities.

By actively involving regional partners (community colleges,
consortia), the project seeks to broaden participation by engaging
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segments of diverse underrepresented groups in Michigan and be-
yond. The target audiences include students (community college
students, university undergraduates and graduates) and faculty
at participating educational institutions, consortia members, and
other IT practitioners. Outreach activities, such as workshops for
local high school students, will further diversify the pool of partici-
pants. The modular design will ensure compatibility with future
initiatives to integrate ubiquitous cloud-based services that provide
customized access to training resources by a wide range of CI users
both on the job and before, thus contributing to the agenda of the
National Strategic Computing Initiative (NSCI).

The rest of this paper is organized as follows. Section 2 explains
the importance of SSR AI that runs on HPC CI and highlights key
challenges and opportunities that motivated this research. Section
3 presents the project design. Section 4 describes that project deliv-
erables. Evaluation of the project deliverables and key findings are
presented in Section 5. Finally, Section 6 concludes the paper and
suggests possible future research.

2 CHALLENGES AND OPPORTUNITIES
2.1 What is SSR AI running on HPC CI and

Why?
We consider safety, security, and reliability as three vital ingre-
dients of achieving trustworthy and human-friendly AI. AI itself
comprises multiple dimensions: perception, reasoning, abstraction,
learning, actuation, etc. Machine learning (ML) [3],[4], which grew
out of AI, is often considered on its own due to significant recent
advances in deep learning (DL). In trying to define SSR AI, we draw
inspirations from the thematic pillars of the Partnership on AI [5],
the first of which stipulates that AI tools used in safety-critical
areas must be safe, trustworthy, and aligned with customary ethical
standards. Our working definition is broader, encompassing not
just safety-critical applications of AI, but all types of AI deployment
that can affect people in both cyberspace and the real world [6].
For example, safe interaction with chatbots is a concern because it
can affect users’ moods and behaviors (including some that are self-
destructive and/or life threatening) both online and offline. This is
especially true when it involves children, the elderly, the mentally
handicapped, and other vulnerable groups of people. Further, and
in alignment with the second thematic pillar [5], SSR AI aims to
minimize biases so that disparate user groups across political and
socioeconomical spectra will feel fairly treated.

While SSR AI algorithms can be developed to solve real-world
problems in principle, these algorithms need to be implemented on
architecture to solve problems in practice. Modern algorithms, such
as DL neural networks (NNs) that make split-second decisions, often
run on advanced HPC CI. It is imperative to ensure that HPC CI is a
fully integrated part of any deployed SSR AI solution. Overall, SSR
AI that runs on advanced HPC CI is about building trust between
humans and AI, such that human users of AI truly feel that all types
of human-AI interactions can be safe, secure, and reliable. It is up to
current and future CI users and contributors to establish, maintain,
magnify, and broadcast this trust as AI continues to permeate every
facet of human life and activity moving forward.

2.2 Challenges
An aspect of the current drive toward educating the next-generation
STEM IT workforce is a multi-prong / multi-agency response to
the projected acute shortage of well-qualified IT professionals
for the emerging knowledge-based economy. As articulated by
X+Computing and Computing+X, computing permeates numerous
aspects of human, social, and scientific endeavors. Disciplines, such
as computational biology and evolutionary computation, under-
score the intricacies of computing and disparate STEM subjects,
and other disciplines further afield, from business analytics and
economics to social sciences. CI becomes the critical foundation
and catalyst of many convergent human endeavors.

AI and big-data-driven AI that runs on HPC CI are in flux; there
are many activities going on in these areas and at the intersection of
these areas. With rising popularity of AI in our daily life, there is an
urgent need to ensure that the next generation computer scientists,
whomay be familiar with failsafe computing and related techniques,
understand how AI can fail. AI can fail in many ways, e.g., lack
of explainability of AI decisions [7], lack of common sense and
contextual reasoning, and potential threat of malicious attacks by
human or machine agents to negatively influence AI. [7] highlights
the dilemma facing users of AI systems. For example, there are end
users, such as doctors performing medical diagnosis, who often
choose to sacrifice some precision for interpretability by choosing
rule-based systems over state-of-the-art DL NNs. Because ML sys-
tems trained on data learn facts about the data rather than facts
about the real world, these systems can fail miserably when taken
out of the operating environment they were originally designed
for; how and when they fail can be hard to understand. Conversely,
existing methodology in SSR computing can influence future AI
algorithms and CIs by making them more robust. Robustness and
AI failure models are especially important when uncertainty exists
everywhere in daily life. By taking a data-driven approach and
leveraging HPC CI, we aim to first establish a two-way connection
between SSR computing and AI, and secondly instill cross-discipline
active-learning educational materials to enhance the skill sets of
SSR computer scientists and IT researchers / practitioners that use
AI.

2.3 Opportunities
For all its promises, AI is far from infallible. AI systems have been
known to be fooled to perform undesirably, exhibit biases or abusive
behaviors [6]. There is still a lack of in-depth understanding of
AI failure models. When AI algorithms are parallelized on HPC
CI, such misbehaviors and uncertainty can multiply to an extent
that the root causes become even more obscured and untraceable.
Advanced SSR computing techniques can mitigate these problems.

The project is among the first of its kind that takes a two-prong
approach toward addressing the challenges outlined above. The
first entails development of innovative experiential modular learn-
ing materials to enhance the capability of a broad range of AI users
across multiple STEM disciplines. An important aspect of this re-
search direction is to increase the awareness of what AI can and
cannot do in terms of problem solving across multiple STEM dis-
ciplines. Another key aspect is a fine balance between theory and
practice. Learners gain firsthand experiences of the limitations of
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using AI, such as AI biases, through practice. They can relate their
practical experience with the underlying theory. Once the learners
become aware of the issues and limitations, they are then guided
through a process of developing a mitigation strategy. In the more
advanced learning modules, learners take a further step in imple-
menting and testing an instance of their mitigating strategy. The
flexible learning modules are customizable for different domain-
specific problems. Examples drawn from different STEM disciplines
add relevance to learners’ experience. For example, mechanical
engineering students develop AI models for fuel consumption pre-
dictions; electrical and computer engineering students leverage AI
to find optimal load balancing in a power grid scenario or between
CPU and GPU usage.

To create an enriching experience for learners, there is an em-
phasis on practical experiential learning that complements theory.
In particular, each learning module begins with the description of
a problem that needs theory and knowledge they learn in class,
in addition to other available resources, to solve. Learners gain
firsthand experience of what AI-related lapses and vulnerabilities
look like. Through a guided exploration, learners formulate a goal
and develop a problem mitigation strategy (solving in principle).
In the more advanced learning modules, learners will be guided
toward implementing a solution, which is then evaluated against
the set goal (solving in practice). Although modules will be built
on top of fundamental knowledge, the modular learning units are
designed to be loosely coupled. This means learners can choose in
what order they wish to use the modules, and it also means there
can be multiple entry points for learners.

The second involves informing relevant curricula, such that AI-
thinking can become ingrained in the curricula themselves. The
learning modules have been developed to be taken either as self-
directed online learning materials or integrated into existing or
new classes. It is also possible to use the learning modules in a
hybrid mode that combines in-class learning and self-directed on-
line learning. The most fundamental modules can be integrated
into foundational CS courses, e.g., CS1 and CS2, which are often
taken by non-CS students. For example, artists might find aspects
of AI-created digital artwork useful. By exposing learners to what
AI can and cannot do early in a STEM curriculum, they can develop
a good appreciation – both theory and practice – of what they can
meaningfully achieve with AI.

Guided by the principles of Open AI’s Charter [8], we aim to
promote cooperation among participants in the communities of CI
users and CI contributors, system interoperability, and standards
pertaining to SSR. As multiple AI research groups, supported by
advanced CI, relentlessly race toward the goal of artificial general
intelligence (AGI), the Charter reminds us of the importance of
balancing technological advances with positive human and societal
impacts.

Specifically, it underscores the importance of ensuring broadly
distributed benefits across humanity, long-term safety, and the
need to establish a cooperative framework toward achieving AGI,
e.g., sharing resources and contributing to standards. Even before
researchers reach the eventual goal of AGI, incremental advances,
e.g., augmented AI aimed at multiplying human cognitive power
and capabilities [9], can also have profound human and societal
impact. Therefore, it is critically important to seize the opportunity

now and instill SSR knowledge and practices in current and future
CI users and CI contributors. It is against this backdrop that we
develop our experiential learning modules.

3 PROJECT DESIGN
3.1 Innovative Features
The innovative design features of this project are:

• Holistic view of convergence involving SSR computing, AI,
and HPC CI. There is deliberately a two-way connection
in which SSR theory and practice influence AI, and is con-
versely influenced by advances in AI. There is an emphasis
on contemporary data-driven AI that runs on HPC CI.

• The design is informed by our in-course trial and will be
further refined by our outreach trial. Further inspiration
comes from multiple influential sources, e.g., [5],[10],[11],
that inform current and future debate.

• Intensive, multi-faceted, modular, experiential learning mate-
rials developed to rapidly enhance knowledge and practical
skills of a range of CI users and CI contributors. Versatility
that is built in to the modules means that they can be in-
tegrated with existing courses and/or taken as standalone
self-directed learning units. The latter have been found ef-
fective [12].

• Groundwork for future community of contributors and con-
sumers of both full versatile experiential learning modules.
These are designed to provide users with precise and rapid
tools to tackle SSRAI-related problems.

• Use of a sandbox environment to encourage learners to take
calculated risks toward solving open-ended problems in their
domains. Learners gain confidence in what they can do with
AI and see tangible results of their own effort.

As we develop curricular materials, we continue to consult those
already developed, e.g., ACM Curricula, JTF on Cybersecurity Edu-
cation, MOOC such as Udacity [13], Edx [14], and industry efforts,
e.g. [15], [16]. Notably, our effort aims to complement, not compete
against, existing resources.

3.2 Multidisciplinary Experts
Following the practice of collective impact [17], this project engages
a diverse group of expert advisers from the outset. These experts
inform initial development, as well as strategies for the design,
implementation, and dissemination of the artifacts, plus strategies
for maximizing buy-in from a broad spectrum of CI users and
CI contributors. Throughout the project, they provide on-going
feedback on the efficacy of the artifacts. They also participate in
outreach activities. The panel of experts comprises the following:

1. Seven WMU faculty in CS, different branches of engineering
(civil, electrical, mechanical), statistics, and business.

2. Eight multidisciplinary faculty from across the US, including
those at HBCU minority and 2-year institutions.

3. Four industry experts from computing and computing+X in-
dustries, e.g., computational chemistry and pharmaceutical.

4. Four government agency experts, including those from NIST,
US Army, etc.
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4 PROJECT DELIVERABLES
4.1 Pedagogical Approach
Active learning, which encapsulates the idea of learning by doing,
lays the foundation of this project. Furthermore, experiential learn-
ing that is informed by domain experts and topical issues, lends
realism to a journey of discovery. Learners can relate their learn-
ing experiences and education materials to their daily activities
and issues related to SSRAI that make headline news. By taking a
modular approach, educational content can be flexible in how it is
delivered to learners. Segmenting learning content into manageable
chunks within each module allows learners to develop a sense of
ownership and incremental successes. This helps learners build con-
fidence needed to tackle more difficult problems. Modular design
also allows for full integration into existing courses or delivered as
standalone mini courses.

Themodules are organized in three difficulty levels: Foundational
(which can be integrated into CS1 and CS2, which are courses
taken by many non-CS STEM students), Intermediate (which can
be integrated into relevant upper undergraduate curriculum), and
Advanced (which can be integrated into senior undergraduate and
graduate courses). Collectively, these learning modules span all
levels, from basic literacy to advanced.

To ensure wide adaptability and future proofing, the learning
modules are designed to be agnostic in terms of programming lan-
guages. Learners can choose their preferred language, e.g., Python,
R, but will in any case be encouraged to use open-source libraries
and resources. Indeed, to ensure non-CS learners can maximally
benefit from the learning experience, the need for programming
(in any language) in minimized. For example, instead of getting
learners to write their own programs, code snippets that can run
in a Jupyter / Colab notebook environment are often provided. To
enhance relevance, examples and data are drawn from real-world
sources related to learners’ disciplines, e.g., social media and news
outlets, so learners can relate their study to matters that they care
about. For consistency, each module is designed based on the fol-
lowing recommended format:

1. Introduction to background information by course instructor
(if integrated) or domain expert.

2. Guided exploration leading to awareness and comprehension
of a problem or issue; how it fits in the bigger picture.

3. Implement an instance of the issue to gain insight; it becomes
“real” no matter how incredible it seemed initially.

4. Using provided resources, develop a countermeasure strategy
based on set goal and problem (solving in principle).

5. Implement and evaluate the countermeasure (solving in prac-
tice).

6. Reflect on the outcome: could anything have been done differ-
ently / better?

It is important to note that this format is suggestive rather than
prescriptive. Indeed, the developed initial modules do not all follow
this format strictly. Typically, advanced modules tend to cover all
six steps; other modules give more emphasis on some aspects than
others. For example, there is more emphasis put on exploration
leading to awareness than actually solving a problem and evaluating
the solution in the foundational modules. The reason is that early-
stage learners are not expected to possess a significant amount of

knowledge and skills to perform substantive problem-solving tasks.
They will instead focus on experimenting with strategies toward
problem solving based on the theory they have learned.

Although the modules have been developed to run in a series,
they are loosely coupled. This means learners can select modules (or
sequence of modules) most relevant or interesting, and in whatever
order they desire. Furthermore, because in-class modules are fully
integrated into existing courses with a balance between theory
and practice and between learning and applying, there is no net
increase in time to degree completion for degree-seeking students.

4.2 Twelve Initial Learning Modules (freely
available from the project website
https://wmich.edu/cs/cybertraining)

1. Math Toolkit for SSRAI running on HPC CI. (foundational) This
module can be integrated with foundational math.

Synopsis: Mathematical preparation for students.
Learning Outcomes: Proficiency in math techniques and tools

needed for SSRAI on HPC CI.
2. Algorithmic Exploration and Exploitation of an Intelligent

System’s weakness. (foundational) This module can be integrated
with CS1.

Synopsis: Introduction to computational thinking; guided explo-
ration of weaknesses of intelligent systems.

Learning Outcomes: High-level appreciation of several practi-
cal weaknesses of intelligent systems. Focus on one such issue
and ability to develop a mitigating strategy using computational
thinking.

3. Modular and Structured Software Development for Robust
Intelligent Systems that run on HPC CI. (foundational) This module
can be integrated with CS2.

Synopsis: Explore and develop strategies for strengthening an
intelligent system with advanced software techniques.

Learning Outcomes: Improve robustness of an intelligent system
using modular and structured software techniques.

4. Data Structures for SSRAI running on HPC CI. (intermediate)
This module can be integrated with CS 3xxx Big Data.
Synopsis: Application of data and file structures for SSRAI and

are amenable to HPC processing.
Learning Outcomes: Understanding of the connections between

data and files structures and SSRAI that runs on HPC CIs. Ability to
design and implement moderately complex data and file structures
that support SSRAI on HPC CI.

5. Deep learning with HPC. (intermediate) This module can be
integrated with CS3xx Data and File Structures.

Synopsis: Implementation, training, and evaluation of DL algo-
rithms with open-source resources such as Keras or PyTorch and
the use of tensors for data representation. Using the MNIST data
set, learners will first discover performance bottlenecks when they
run their algorithms on general-purpose CPU architectures. They
will then learn how to overcome the bottleneck by running their
algorithms on advanced GPU and/or cloud CI.

Learning Outcomes: Understanding of tensors and tensor op-
erations. Ability to develop deep learning algorithms written in
Python and with Keras or PyTorch that run on HPC CI.
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6. SSRAI Software Development for HPC CI deployment. (ad-
vanced, undergraduates and graduates) This module can be inte-
grated with CS 5xxx Secure Software Development.

Synopsis: Application of the robust software techniques for iden-
tifying and mitigating threats and vulnerabilities of AI software
agent programs that run on HPC CI.

Learning Outcomes: Understanding of the importance of SSRAI
software development to minimize threats to AI systems. Ability to
design, implement, and evaluate effective SSRAI software.

7. Vulnerabilities of Machine Learning. (advanced, undergradu-
ates and graduates) This module can be integrated with CS 5xxx
Machine Learning (ML).

Synopsis: Guided exploration of vulnerabilities of ML that make
headlines and mitigating strategies. Learning Outcomes: First-hand
account of how easy it is to manipulate ML techniques that are
statistically accurate. Ability to design, implement, and evaluate
effective countermeasures.

8. Beyond current generation AI and Toward Artificial General
Intelligence. (advanced, undergraduates and graduates) This mod-
ule can be integrated with CS 5xxx Artificial Intelligence (AI) or
Cyber-Physical Systems.

Synopsis: An investigative look at harnessing contextual infor-
mation from disparate sources (e.g., IOT sensors, physical-chemical-
biological models). As research groups rush toward AGI, are impor-
tant SSR considerations overlooked?

Learning Outcomes: In-depth appreciation of how contextual
information extracted from disparate data sources can be used to
inform SSRAI that runs on HPC CIs. Understanding of SSR technical
issues often overlooked in AGI research.

9. Adversarial Machine Learning and Robust Trust Scoring Mod-
els. (advanced, undergraduates and graduates) This module can be
integrated with ML, Cybersecurity, Networks, Computer Vision
course.

Synopsis: Viewed from a cybersecurity perspective, students
will gain knowledge in adversarial attacks in different ways and
mitigating strategies organized under 4 parts.

Learning Outcomes: Broad view of types of adversarial attacks
on ML algorithms and in-depth robust-by-design strategies.

10. Societal Impact of AI. (advanced, undergraduates and gradu-
ates) This module can be integrated with CS 5xxx Artificial Intelli-
gence (AI) and/or CS4xxx Software Development II, which has a
segment on ethics.

Synopsis: An investigative look at issues with profound con-
sequences, e.g., chatbot misdeeds or future workforce. Learning
Outcomes: Broad view of topical issues that affect human soci-
eties now and in the foreseeable future. In-depth understanding
of one issue (or one group of related issues) that can contribute to
meaningful debate.

11. Pitfalls of applying AI to Information Retrieval tasks. (ad-
vanced, graduates)

This module can be integrated with CS 6xxx Information Re-
trieval (IR).

Synopsis: An investigative look at several applications of AI to
IR (e.g., learning to rank) in different use cases, e.g., web search,
semantic web search, digital library search.

Learning Outcomes: Broad view of pitfalls of AI applications to
IR. In-depth knowledge of one such pitfall. Ability to formulate and
test an algorithmic approach toward mitigating the pitfall.

12. Real-Time SSRAI with HPC CI. (advanced, undergraduates
and graduates) Formulated as a capstone project.

Synopsis: Putting everything together, students will apply knowl-
edge learned toward building SSRAI systems that use HPC CI to
repeatedly make good decisions in split seconds.

Learning Outcomes: Insight and practice in development of SS-
RAI for rapid decision making.

5 EVALUATION
5.1 2-Step Approach
A 2-step approach was taken for evaluation of the developed project
deliverables (experiential learning modules) once they were ready
in late August 2021. A small-scale trial was launched in the fall 2021
semester (from early September to mid-December 2021). It involved
integrating two learning modules into two CS courses: Module 4
for a 3-thousand level course in Big Data (BD) and Module 11 for
a 6-thousand level course in Information Retrieval (IR). The BD
course made up of mostly lower/middle undergraduates with an
equal split between CS and Data Science (DS) students. The IR was
exclusively taken by graduate students (both Masters and Doctoral
students).

For evaluation purposes, each integrated module + course pair
has two separate but interrelated components: an educational com-
ponent (i.e., completion of learning module) and a research compo-
nent (i.e., completion of anonymized pre- /post-intervention sur-
veys). Completion of the educational component was mandatory
and accounted for 10% of a student’s final course grade. However,
completion of the research component was entirely voluntary. The
voluntary response rate was approximately 75% (N=10) across the
two classes. Even though the class compositions were quite differ-
ent, there was no significant difference in the response rate in the
two classes. Qualitatively, the small-scale trial revealed that the
experiential learning modules were generally well received. There
were no complaints of any kind. However, the small sample size
meant no quantitative analysis was performed.

Following the small-scale trial, which led to minor content fine-
tuning, a large-scale study was completed in spring 2022 (from
early January to end of April 2022). 12 faculty members from dif-
ferent quantitative disciplines (CS, mechanical engineering, civil
engineering, statistics, business analytics, etc.) across four US uni-
versities were involved in this large-scale launch. All participating
faculty collected voluntary pre- and post-intervention surveys for
analysis conducted by the independent evaluator in May – July
2022. Approximately 200 undergraduate and graduate students
were affected.

5.2 Evaluation Instruments
Dr. Harnar is the independent evaluator responsible for the develop-
ment of pre- and post-intervention survey instruments thatmeasure
efficacy of the developed learning modules. The pre-intervention
survey asks participants 5 questions (3 closed, 2 open-ended) re-
lated to their preparedness and expectations of using AI in their
work. The post-intervention questionnaire asks 20 questions (10
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Table 1: Application of Kirkpatrick model to measure efficacy of the learning modules.

Kirkpatrick Stage Interpretation Construct
Reaction The modules are relevant to the students’ interest, they foster active engagement, and

the ways of delivery of the modules are satisfying to the students.
Satisfaction
Engagement
Relevance

Learning The participants gain knowledge or skills or experience positive changes in their
attitude, confidence, or commitment to the subject.

Attitudes
Knowledge

Behavior The students see potential uses for the knowledge or skills learned during the module in
other contexts or disciplines.

Application

Table 2: Summary of results (N=176 post-intervention)

Reaction Learning Behavior
Satisfaction
- Content
0..4

Satisfaction
- Delivery
0..4

Engaged
-2..0..+2

Relevance
to Course
-2..0..+2

Relevance
to Field
-2..0..+2

Attitude
Worth Competence Practice
-2..0..+2

Application to
Daily Life Course
-2..0..+2

Mean 3.32 3.11 1.28 1.28 1.41 1.71 1.04 1.18 0.67 1.35
Median 3.00 3.00 1.00 2.00 2.00 2.00 1.00 1.00 1.00 2.00
Mode 3.00 4.00 2.00 2.00 2.00 2.00 1.00 2.00 0.00 2.00
Min 0.00 0.00 -2.00 -2.00 -1.00 -1.00 -2.00 -2.00 -2.00 -1.00
Max 4.00 4.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00

closed, 10 open-ended) about the experiences of the learners. The
times needed to complete these pre- and post-intervention surveys
are approximately 5-10 minutes and 10-15 minutes, respectively.
Evidently, they are not intended to be burdensome but at the same
time allow Dr. Harnar to discover insightful information from the
anonymized data. The surveys were developed based on the Kirk-
patrick model [18] as shown in Table 1.

5.3 Evaluation Procedure
A general procedure was used in this study. This means results
across different disciplines and institutions are generally compati-
ble. Specifically, a hybrid mode combining integrated in-class learn-
ing and self-directed online learning was used. There was flexibility
in how students were rewarded for their efforts. Some faculty mem-
bers integrated a module into one of their courses and assigned a
score that contributed to each student’s final course grade. In other
words, the learning module became an integral part of a course’s
assessment structure. Some chose to give students extra credit for
completing a learning module. Others adopted a mixed approach
combining the two.

5.4 Summary of Key Findings
Qualitatively, the developed experiential learning modules were
very well received by the participating students and faculty. Clear
guidance and instructions were provided to the learners, and as such
very few questions were raised while the learners went through
the modules. A few faculty members have furthermore provided
valuable suggestions for further improvement of the learning con-
tent. Quantitatively, the post-intervention results are summarized
in Table 2. Results show that students were mostly satisfied with

both the content and delivery. The lowest scores were competence
(ability to explain key concepts) and application to daily life. These
are areas of further improvement.

6 CONCLUSION AND FUTURE RESEARCH
Teaching AI and ML to non-CS majors has been found to be difficult
[19]. In this research, we take a much broader view toward influ-
encing AI curricula. Our approach to contributing to the Nation’s
educational curriculum/instructional material fabric is to develop
highly innovative, topical, and modular curriculum/instructional
material that can be integrated into undergraduate and graduate
courses and/or delivered as self-directed online learning. Evalua-
tions conducted in the last two semesters have demonstrated the
efficacy of the developed experiential learning modules. Students
from diverse backgrounds who participate in the activities will
exhibit elevated levels of awareness of SSRAI running on HPC CIs
compared to others, and they will possess enhanced abilities to
formulate strategies to counter AI vulnerabilities.

Future research directions include evaluating the experiential
learning modules in more varied modes of delivery. This will al-
low us to seek better understanding of whether in-class and/or
self-directed online learning can lead to better outcomes. Areas of
improvement include making the content more relevant to daily life
and strengthening learners’ ability to explain key concepts. We are
also interested in widening both the breadth of offerings (i.e., creat-
ing more experiential modules beyond the initial twelve) and the
types of learners that can benefit from the work. Indeed, outreach
activities are already underway to customize some of the learning
materials to cater to high school students. Another research direc-
tion that is in progress is to investigate how best to deeply and
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broadly inform future curricular development, not just in CS, but
also other relevant disciplines that increasingly apply AI toward
solving their domain-specific problems.
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